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1
SCHEDULER FOR PROCESSING SYSTEM

BACKGROUND OF THE INVENTION

1. Field of the Invention

The field relates generally to systems and methods for
semiconductor processing and, more particularly, to systems
and methods for scheduling processes and actions for a semi-
conductor processing system.

2. Description of the Related Art

Semiconductor devices are commonly used in electronic
devices, power generation systems, etc. These semiconductor
devices may be manufactured using semiconductor sub-
strates, which may be processed in batches in order to provide
high throughput. For example, semiconductor substrates
(e.g., wafers made of silicon or other semiconductor material
in various embodiments) may be processed in large numbers
so that tens, hundreds, or even thousands of substrates may
simultaneously undergo a particular processing step. In vari-
ous embodiments, each substrate may form many individual
devices, such as, e.g., integrated circuits and/or solar cells or
each substrate may form one device such as, e.g. a solar cell.

Processing substrates in large batches allows manufactur-
ers to produce many devices in a short amount of time. In a
processing system, each substrate may typically undergo
numerous transport steps and one or more processing steps
that may occur at different processing stations or reactors.
Scheduling the transport and processing steps in the appro-
priate order may significantly affect the number of substrates
processed in a particular amount of time, e.g., the throughput
of the processing system. Accordingly, there is a continuing
need for improved methods and systems for increasing the
throughput of various types of processing systems.

SUMMARY

The systems, methods and devices of the present disclosure
each have several innovative aspects, no single one of which
is solely responsible for the desirable attributes disclosed
herein.

In one embodiment, a semiconductor processing system is
disclosed. The semiconductor processing system may
include a controller configured to schedule the operation of
the processing system. The controller may be programmed to
determine a current state of the system. The current state may
be defined at least by a location of one or more substrates and
a processing status of the one or more substrates. The con-
troller may be further programmed to generate a search tree
having one or more branches. Each branch may identify an
action that is capable of being performed by the system in the
current state and, when performed, brings the system into a
next or subsequent state. Each branch may be provided with
one or more further branches, each further branch defining an
action capable of being performed by the system in the next
state, and so on. The branches together can form one or more
branch pathways and can define one or more consecutive
actions that are capable of being performed by the system in
the current state. Further, the controller may be programmed
to score each branch pathway of the generated search tree.
The controller may be programmed to select a branch path-
way based at least in part on the score of the branch pathway.

In another embodiment, a method for semiconductor pro-
cessing is disclosed. The method may comprise determining
a current state of a semiconductor processing system. The
current state may be defined at least by a location of one or
more substrates and a processing status of the one or more
substrates. The method may further comprise generating a
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search tree having one or more branches. Each branch may
identify an action that is capable of being performed by the
system in the current state and, when performed, brings the
system into a next or subsequent state. Each branch may be
provided with one or more further branches, each further
branch defining an action capable of being performed by the
system in the next state, and so on. The branches together can
form one or more branch pathways and can define one or
more consecutive actions that are capable of being performed
by the system in the current state. Further, the method may
include scoring each branch pathway of the generated search
tree. The method may also include selecting a branch path-
way of identified action(s) to be performed based at least in
part on the score of the branch pathway.

Details of one or more implementations of the subject
matter described in this specification are set forth in the
accompanying drawings and the description below. Other
features, aspects, and advantages will become apparent from
the description, the drawings, and the claims.

BRIEF DESCRIPTION OF THE DRAWINGS

Specific embodiments of the invention will now be
described with reference to the following drawings, which are
provided by way of example, and not limitation. Note that the
relative dimensions of the following figures may not be drawn
to scale.

FIG. 1A is a schematic perspective view of a semiconduc-
tor processing system, according to some embodiments.

FIG. 1B is a top plan view of the semiconductor processing
system of FIG. 1A, according to some embodiments.

FIG. 2A is a schematic perspective view of a semiconduc-
tor processing system, according to some embodiments.

FIG. 2B is a plan view of a rotatable carousel and a boat
transfer device, according to some embodiments

FIG. 2C is a schematic perspective view of a reactor,
according to some embodiments.

FIG. 2D is a schematic perspective view of a substrate boat
rack, according to some embodiments.

FIG. 2E is a schematic perspective view of a cassette of
substrates loaded onto a substrate boat, according to some
embodiments.

FIG. 3 is a flowchart illustrating one method for scheduling
and controlling the operation of a processing system, accord-
ing to some embodiments.

FIG. 4 is a schematic perspective view of a processing
system in a particular current state, according to some
embodiments.

FIG. 5 illustrates an example search tree for the current
state of the system illustrated in FIG. 4.

FIG. 6 is a top plan view of a cluster tool system, according
to some embodiments.

DETAILED DESCRIPTION

The following detailed description of certain embodiments
presents various descriptions of specific embodiments of the
invention. However, the invention can be embodied in a mul-
titude of different ways as defined and covered by the claims.
In this description, reference is made to the drawings, where
like reference numerals indicate identical or functionally
similar elements.

It will be appreciated that processing systems may com-
prise multiple substrate locations such as Input/Output loca-
tions, processing locations, storage locations and intermedi-
ate locations. Further, a processing system may comprise
multiple devices for moving the substrates between the vari-
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ous locations. Scheduling the progression of substrates
through the system can be done using various sequences,
some of which are efficient, resulting in a large number of
processed substrates in a particular amount of time, i.e., the
throughput of the processing system, while others are ineffi-
cient and may lead to congestions, bottle necks or even dead
locks. Various methods of scheduling have been used. In
some methods, for example, an advance simulation is per-
formed, prior to the operation of the system to determine the
optimum scheduling sequence and then this sequence is
executed. During execution no further adjustments are made.
In examples of other methods, a controller uses a pre-se-
quencer or look ahead feature to identify congestions ahead
of time and transfer substrates to a holding position and
reschedule these substrates at the earliest time for completion
of processing. However, these methods are not very flexible
and are not able to provide a processing sequence that main-
tains desired processing goals, e.g., high throughput, under
varying circumstances, e.g., when processing circumstances
unexpectedly change. Advantageously, various embodiments
disclosed herein provide a scheduler for a processing system
that can perform and adjust a sequence to maintain desired
processing goals under varying circumstances. In some
embodiments, the processing goals, and thus the sequence to
be performed, may be changed in the midst of performing a
sequence in response to changes in processing circumstance.

Embodiments disclosed herein relate to systems and meth-
ods for scheduling processes and/or actions of a processing
system. As explained herein, a wafer or substrate may
undergo numerous processes at different processing stations
in order to manufacture a finished wafer or substrate. Elec-
tronic controllers or schedulers may be used to automate the
process flow for substrates in one or more boats (also referred
to herein as boat racks) in order to improve system through-
put. Because it may be desirable to maintain high system
throughput, there is a continuing need for controllers that are
capable of scheduling the operation of the system that
increases throughput, including, e.g., scheduling the move-
ment and processing of boats of substrates.

For example, in some embodiments, a current state of the
system or part of a system, e.g., reactor module in the system,
may be determined. The current state may include the loca-
tion and processing status of substrates in the system or part of
the system, along with the status (e.g., position, task being
performed, etc.) of equipment in the system or part of the
system (e.g., robots, reactors, etc.). Based on the determined
current state, a controller, e.g., a programmed processor, may
generate a search tree having one or more branches of poten-
tial actions, with each branch identifying one or more subse-
quent actions that are capable of being performed by the
system in the current state. Each branch may further branch
off'to one or more sub-branches including further subsequent
actions. Each branch and sub-branches, if any, may form one
or more branch pathways that indicate alternative, consecu-
tive actions that may be performed by the system. Each
branch pathways of the generated search tree may be scored
based on whether and how much the branch pathway
improves system throughput (or other desired criteria), and a
branch pathway of the tree may be selected based at least in
part on the score of the branch pathway. The system may then
perform the actions in the selected branch pathway of the
search tree. Accordingly, in some embodiments, system
throughput and efficiency may be improved by using knowl-
edge of the current system state and subsequent actions that
may be performed when the system is in the current state.
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4

Processing Systems

FIGS. 1A and 1B illustrates an example of a semiconductor
processing system 201 having two reactors, e.g., a dual reac-
tor module (DRM), along with additional ancillary equip-
ment, such as for moving and temporarily storing substrates.
In particular, FIG. 1A is a schematic perspective view of the
semiconductor processing system 201. FIG. 1B is a top plan
view of the semiconductor processing system 201 of FIG. 1A.
It should be appreciated that substrates may be processed in
the system 201 in various orientations, including vertical or
horizontal orientations, depending, e.g., on the type of sub-
strate holder that is utilized. The substrates 113 are shown in
FIG. 1A in a horizontal configuration. In some other embodi-
ments, the substrate 113 may be processed oriented vertically.

The semiconductor processing system 201 comprises
housing 102 and may in general have been installed in a
so-called “clean room”. The housing 102 may include a reac-
tor area or chamber 121 in which various processes may be
performed on a substrate. An intermediate storage chamber
122 may be located in the housing 102 between partitions 103
and 104. An initial storage chamber 123 may be located
between partitions 104 and 105 in the housing 102. An Input
Output station (IO station) 133 may be provided adjacent the
initial storage chamber to introduce the substrates into the
processing system 201.

The processing system 201 of FIG. 1A illustrates a dual
reactor module (DRM), e.g., the system 201 includes two
reactors, a first reactor 106 and a second reactor 107, arranged
in the reactor chamber 121. In the embodiment shown in FIG.
1A, the first reactor 106 and the second reactor 107 are fur-
naces, although it should be appreciated that the reactors 106
and 107 may be any suitable reactor or processing station,
including, but not limited to, deposition chambers, lithogra-
phy stations, etching stations, etc. The reactors 106, 107 are
positioned vertically and substrate boats 112 filled with sub-
strates 113 may be introduced into the reactors 106, 107 in the
vertical direction from below the reactors 106, 107. To this
end each reactor may have an elevator 114, which is movable
in the vertical direction. Only one elevator 114 associated
with the second reactor 107 may be seen in FIG. 1A, although
it should be appreciated that the first reactor 106 may also
include an elevator 114. The boat 112 may be provided at the
bottom with an insulating plug, which is not indicated in
detail, which may provide a seal between the boat and the
furnace.

As discussed herein, rotatable carousel 111, provided with
cut-outs 115, may be positioned underneath the reactors 106,
107. The carousel 111 may include at least two carousel
positions configured to support a boat of substrates. Further,
the carousel 111 may be configured to transfer a boat 112 of
substrates 113 between the first reactor 106 and the second
reactor 107, or vice versa. For example, the carousel 111 may
rotate by any suitable angle, e.g., 90 or 180 degrees, to move
a boat 112 between the two reactors or to a boat transfer
device 116, such as a robot arm. Those cut-outs 115 are
shaped such that, if the cut-outs 115 have been brought into
the correct position, the elevator 114 is able to move up and
down through the cut-outs 115. On the other hand, the diam-
eter of the bottom of the boat 112 may be such that the
diameter is larger than the cut-out 115 in the carousel 111, so
that when the elevator 114 moves downwards from the posi-
tion shown in FIG. 1A the boat 112 may be placed on carousel
111 and may be removed therefrom again in a reverse opera-
tion.

The boats 112 may be fed to both the first reactor 106 and
the second reactor 107, and various treatments may be per-
formed therein. In some embodiments, parallel groups of
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boats 112 may be treated exclusively by the first reactor 106
and/or exclusively by the second reactor 107. The boats 112
may be provided with substrates 113. For example, substrates
113 may be supplied in transport cassettes 110 which, from
the 10O station 133, may be placed in storage station 108
through a closable opening 134 with the aid of arm 131. Arm
131 may include a bearing surface 132 which has dimensions
smaller than those of a series of cut-outs 126 in a rotary
platform 127. A number of such rotary platforms 127 may be
provided one above the other in the vertical direction in stor-
age station 108. The arm 131 may be movable in the vertical
direction with the aid of height adjuster 135. Arm 131 may be
mounted such that the arm 131 may pick up or remove cas-
settes 110 between the 10 station 133 and the storage station
108. The arm 131 may also move cassettes between the stor-
age station 108 and a rotary platform 130. The rotary platform
130 may be constructed such that on rotation the cassette 110
may be placed against partition 104 where an opening 137 has
been made so that, after opening the cassettes 110, substrates
113 may be taken from the cassette 110 by substrate handling
robot 124 and may be placed in the boat 112 located in the
intermediate storage chamber 122. The boat 112, while
located in intermediate storage chamber 122, may be sup-
ported by a boat transfer device 116 (e.g., a robotic arm)
which may be provided with a bearing surface 117 at an end,
the dimensions of which are once again somewhat smaller
than those of cut-outs 115. The transfer device 116 may move
the boat 112 through a closure 119 in partition 103 to place the
boat 112 on the carousel 111 in the reaction chamber 121. The
closure 119 is provided in order to be able to close off inter-
mediate storage chamber 121 from the chambers 122 and
123.

To conduct various types of processing steps, an operator
140, shown diagrammatically in FIG. 1A, may load the stor-
age station 108 by introducing a number of cassettes 110 and
carrying out control operations on panel 136. Each of the
cassettes 110 may be transferred from the 10 station 133 with
the aid of the arm 131 into storage compartments 109 made
for these cassettes 110 in the storage station 108. This means
that, starting from the position for removing the relevant
cassette 110 from IO station 133 through the opening 134, the
cassette 110 may then be moved upwards for moving into a
higher compartment 109 of the storage station 108. By rota-
tion of the storage station 108 it is possible to fill various
compartments 109 with cassettes 110.

The cassettes 110 may then be removed from the storage
station 108 by arm 131 and placed on rotary platform 130.
The cassettes 110 may be rotated on the rotary platform 130
and placed against partition 104. With the aid of substrate
handling robot 124, the substrates 113 may be removed and
placedin substrate boat 112 placed on or near the boat transfer
device 116. In the interim, as explained herein, the carousel
111 is able to move in the reactor chamber 121 with regard to
the treatments to be carried out on the substrates 113 present
inside the reactor chamber 121. After boat 112 has been filled
in the intermediate storage chamber 122 and has become or
becomes available to one of the reactors 106, 107, opening
119, which may be closed up to this time, is opened and the
filled substrate boat 112 may be placed on carousel 111 using
any suitable boat transfer device, such as the boat transfer
device 116 (e.g., arobotic arm). The carousel 111 may then be
rotated and the filled substrate boat 112 may be removed from
the carousel 111 and moved up into one of the reactors 106 or
107. After treatment in the reactor(s) 106 and/or 107, the
treated substrates 113 in a filled boat 112 may be removed
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from the reactors 106, 107 using movements opposite to those
described above for loading the substrates 113 into the reac-
tors 106, 107.

FIG. 2A-2E illustrate another example of a semiconductor
processing system according to some embodiments. Thus,
parts of the system 101 of FIGS. 2A and 2B may be similar to
or the same as the system 201 of FIG. 1A. FIG. 2A is a
schematic perspective view of a semiconductor processing
system 101. The processing system may include a housing
102 that generally encloses the system components. The sys-
tem 101 of FIG. 2A includes two dual reactor modules
(DRMs). A first DRM may be housed within a first housing
102a, and a second DRM may be housed within a second
housing 10256. Within the first housing 1024, the system 101
may include one or more reactors in a reactor chamber. As
illustrated in FIG. 2A, the system 101 may include a first
reactor 1064 and a second reactor 107a in the first housing
102a to form the first DRM. Further, the system 101 may also
include another first reactor 1065 and another second reactor
1074 in the second housing 1025 to form the second DRM. In
FIG. 2A, the first reactors 106a, 1065 and the second reactors
107a, 1075 are furnaces, such as for performing deposition
processes, yet it should be appreciated that the reactors 106a,
1065, 107a, and 1075 may be any other suitable processing
station, including but not limited to a single substrate reactor,
an etching station, lithographic machines, etc. Rotatable car-
ousels 111a and 1115 may be disposed below each pair of
reactors 106a and 107a, and 1065 and 1075.

A manipulator 165, such as a multi arm robot, may be
configured to transport substrates between storage stations
108a, 1085, 108¢, 1084 and boats 1124, 1125 located at
exchange positions 141a and 1415. Each boat 112 may hold
a number of substrate holders 118, each substrate holder 118
accommodating a batch of substrates 113 as further illus-
trated in FIG. 2C-2E. The manipulator 165 or other system
machinery may move the substrate holders 118 with sub-
strates between the storage stations 108a-1084 and each
respective boat 112a and 1125 positioned at the exchange
positions 141a and 1415. As shown in FIG. 2A, boats 112a
and 1125 holding a plurality of substrate holders 118 with
batches of substrates (e.g., semiconductor substrates, includ-
ing substrates for forming integrated circuits and/or solar
cells and related devices) may be positioned in exchange
positions 141a and 1415 before being transported to the reac-
tors for processing. In some embodiments, the boats 1124 and
1126 may hold 10 or more, 50 or more, or 100 or more
substrates (see, e.g., FIGS. 2D and 2E). Once the substrate
holders 118 with substrates 113 are loaded on the boats 1124
and 11254, the boats 112a and 1125 may be loaded onto the
carousels 111a, 1115, and the carousels 111a and 1115 may
be rotated to position the boats 112a and 1125 underneath the
reactors 106a, 1065, 1074, or 1075. In various embodiments,
a boat transfer device (not shown in FIG. 2A; see e.g., FIGS.
1A and 4, robotic arm 116) may move the boats 1124 and
1125 between the exchange positions 141a, 1415 and the
carousels 111a, 1115. In other embodiments, the carousels
111a, 1115 may include a carousel position beneath the
exchange positions 141a, 1415, such that no separate boat
transfer device is needed to move the boats 112a, 1125 from
the exchange positions 141a, 1415 to the carousels 111a,
1115.

Elevators (not shown; see, e.g., FIG. 4) may be employed to
raise the boats 112a¢ and 11254 through an opening into the
reactors 106a, 1065, 107a, and 1075 for processing. When
processes in the reactors 106a, 1065, 107a, and 1075 are
completed, the elevators may lower the boats 1124 and 1125
to the carousels 111a and 1115, and the processed substrates
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in the boats 1124 and 1125 may be unloaded from the boats
112a and 1125 for further processing. Once the substrates are
added or removed from the boats 1124 and 1125, the carou-
sels 111a and 1115 may rotate the boats 112a, 1125 into a
suitable position for processing.

An Input Output station (IO station) 133 comprising the
storage stations 108¢, 1084 may be provided to introduce the
substrates into the processing system 101. The system 101
may also include a controller 120, which may include a com-
puter having a processor and memory. The controller 120 may
be in electrical communication with the various processing
system components described herein, or may be configured to
communicate with the various components to provide opera-
tional instructions to those components. An operator may use
an interface panel 136 to operate or provide instructions to the
controller 120. In operation, in some embodiments, the opera-
tor may initiate a desired processing sequence using the inter-
face panel. For example, the manipulator 165 may load a boat
112a, 1125 with substrate holders 118 filled with unprocessed
substrates 113 and/or the boat transfer device 116 may
exchange a boat 112a, 1126 of processed substrates to
exchange stations 141a, 1415 where the processed substrates
can be exchanged with unprocessed substrates. Once loaded
with a boat 1124, 1125 of unprocessed substrates, boat trans-
fer device 116 may transfer the boat 112a, 1126 from the
exchange position to a front position of acarousel 111a, 1115.
The carousel 1114, 1115 may then be rotated by a suitable
angle, e.g., 90 degrees, to position the boats 112a, 1125
underneath the reactors 106a, 1065, 107a, or 1075b. The eleva-
tors may then raise the boats through the openings and into the
reactors 106a, 1065, 1074, or 1075 for processing. After
processing, the boats 112a, 11256 may be removed from the
reactors 106a, 1065, 107a, or 1075 and the system 101 by
lowering the processed boats 112a, 1125 onto the carousels
111a, 1115 using the elevator. The carousels 111qa, 1115 may
rotate the boats 1124, 1124 to the front position of the carou-
sels 111a, 1115, and the boat transfer device may transfer the
processed boats 1124, 1125 from the carousels 111a, 1115 to
the exchange positions 141a and 1415, where the substrate
holders with processed substrates may be unloaded from the
boats 112a, 1125, by manipulator 165, to, e.g., storage posi-
tions 108¢, 1084 in the 10 station 133. The substrate holders
118 with substrates may then be removed from the system
101 for further processing.

FIG. 2B is a top plan view of a DRM of the system 101
shown in FIG. 2A. As shown in FIG. 2B, the carousel 111 may
include four carousel positions. For example, the carousel
111 may include a front carousel position 151 configured to
receive a boat 112 of substrates from the boat transfer device
116. The boat transfer device 116 may include a robotic arm
having any suitable number of degrees of freedom. The boat
transfer device 116 may support the boat 112 of substrates
and at the exchange position 141 may move the boat 112 into
the front carousel position 151 from the exchange position
141. As explained herein, processed substrates may be
exchanged for unprocessed substrates at the exchange posi-
tion 141. The carousel 111 may also include a first reactor
carousel position 155 and a second reactor carousel position
157. The first reactor carousel position 155 may be positioned
underneath the first reactor 106, and the second reactor posi-
tion 157 may be positioned underneath a second reactor 107,
such as, e.g., the second reactor 107 disclosed above with
respect to the embodiment of FIG. 2A. When the boat 112 is
received in the front carousel position 151, the carousel 111
may be rotated by 90 degrees clockwise to position the boat
112 underneath the first reactor 106 or by 90 degrees coun-
terclockwise to position the boat 112 underneath the second

10

15

20

25

30

35

40

45

50

55

60

65

8

reactor 107. For example, if the boat 112 is rotated into the
first reactor carousel position 155, a first boat elevator 114a
may be used to raise the boat 112 into the first reactor 106. If
the boat 112 is rotated into the second reactor carousel posi-
tion 157, then a second boat elevator 1145 may be used to
raise the boat 112 into the second reactor 107 for processing.
In various embodiments, the carousel 111 may include a rear
carousel position 153 near the rear of the carousel 111. The
rear carousel position 153 may be used to hold boats 112 in a
standby position. In various embodiments, the boats 112 may
be cooled while in the rear carousel position 153. In other
embodiments, the carousel 111 may only include two or three
positions, while in yet other embodiments, the carousel 111
may include more than four carousel positions.

FIGS. 2C and 2D illustrate perspective views of a reactor
106 and a boat 112 that may be used in conjunction with the
system 101 of FIG. 2A. For example, the reactor 106 may be
implemented as the reactors 106a, 1065, 1074, or 10756 in the
system of FIG. 2A. The reactor 106 and the boat 112 may also
be used in other embodiments disclosed herein. The reactor
106 of FIG. 2C may be used in various embodiments for
processing solar cell substrates. In some other embodiments,
the reactor 106 may be used to process integrated circuits. As
shown in FIG. 2D, for example, the boat 112 may include
multiple substrate holders 118 configured to support an array
of substrates 113 (FIG. 2A). The boat 112 may be moved
vertically through the opening 142 into the reactor 106 for
processing.

FIG. 2E is a schematic perspective view of a batch of
substrates 113 loaded onto the boat 112. The illustrated sub-
strates 113 are square or rectangular in shape, but it should be
appreciated that the substrates 113 may be any suitable shape,
such as circular. In addition, the illustrated substrates 113
may be solar cell substrates, but they may also be integrated
circuit substrates or any other suitable substrate. The sub-
strates 113 may be vertically oriented on the substrate holder
118 in FIG. 2E.

Those skilled in the art will understand that numerous
modifications to the above are possible. For instance, it is
possible for one reactor to suffice, or for more than two
reactors to be present. The storage station may be of different
construction, and the various displacement mechanisms
transfer devices and manipulators may likewise be adjusted
depending on the system parameters.

Systems and Methods for Scheduling the Processing of Sub-
strates

As shown with respect to FIGS. 1A-1B and 2A-2E, sub-
strates at various stages of processing may be moved from
station to station by various mechanisms. In order to provide
a high throughput, it may be advantageous to organize the
movement of substrates (e.g., substrates loaded in boats)
between processing stations and related equipment in the
system based on the current state of the system, to provide
efficient processing. For example, when a boat is undergoing
processing in a reactor, typically no other boats may be intro-
duced into the reactor. However, in order to efficiently operate
the system, other actions may be taken while the boat being
processed is in the reactor. For example, a subsequent boat
may be loaded onto the boat transfer device, or a recently
processed boat may be rotated into the rear carousel position
in order to allow substrates in that boat to cool down. In sum,
throughput may be advantageously increased by efficiently
organizing the movement and processing of the boats through
the system.

As an overview, in various embodiments, the controller
120 (as shown, e.g., in FIG. 2A) may schedule the processing
sequence and movement of substrates based on a current state
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of'the processing system. In general, at any arbitrary moment
in time during a processing sequence, the controller 120 may
determine what actions the system may take when it is in the
current state, e.g., whether it is able to move a boat into the
reactor or remove a boat from a reactor, or whether a boat of
substrates may be exchanged in the exchange position. Addi-
tional actions may be possible, as explained herein. Each
possible action may be simulated by the controller 120, and
the controller may create a search tree of all possible subse-
quent actions. The controller 120 shown in FIG. 2A may be
programmed to control one or more DRMS, e.g., both DRMs
shown in FIG. 2A, including the reactors in both housings
102a and 1026 and manipulator 165. In other arrangements,
however, each DRM may have its own controller. For
example, a first controller can control the operation of the
reactors 1064, 107a in the first housing 102a, and a second
controller can control the operation of the reactors 1065, 1075
in the second housing 10254. In various embodiments, the
controller may systematically investigate the search tree for a
pre-determined time horizon, or “look-ahead time.” Each
branch of the search tree may be scored, and the branch with
the best score may be selected. The actions in the selected
branch may then be performed by the system. Thus, the
system controller may schedule the processing sequence in
real-time, based on the current state of the system and based
on simulated subsequent states of the system, the simulation
extending to states within a particular pre-determined time
horizon.

FIG. 3 is a flowchart illustrating one method 300 for sched-
uling and controlling the operation of a processing system,
e.g., the various components in the system associated with the
reactor(s) and processing system. For example, the method
300 may begin in a block 302 to determine a current state of
the system. In general, the state of the system may be defined
at least by a location of one or more boats and a processing
status of each of the one or more boats. In addition, in various
embodiments, the state of the system may be further defined
by the status of other equipment in the processing system and
may also include a time component. For example, the time
component may include an amount of time until a reactor is
available to receive a boat and/or by an amount of time until
a boat is scheduled to leave one of the reactors (e.g., after
processing). Further, the current state may be based on an
amount of time in which a process is scheduled to continue in
one of the reactors. For example, the state may be defined in
part by the determination that Boat 1 in Reactor 1 has 10
minutes of processing time left, while Boat 2 in Reactor 2 has
finished processing; for example, the substrates in Boat 2 may
have 2 minutes of cool-down time left, or another boat may be
in Boat 2’s next position such that it prevents Boat 2 from
moving for another 2 minutes. The state of the system may
also be defined in part by the position of the elevator(s). For
example, the elevator may be in an up position near the
reactor, in a down position near the carousel, or in an inter-
mediate position while it moves upward or downward. Fur-
ther, the state of the system may be determined based on an
amount of time that each boat is scheduled to cool down after
a process, e.g., after unloading a hot boat from a reactor the
boat is scheduled for a subsequent cool-down period before
removing of the substrates from the boat. Moreover, the state
of'the system may be defined in part by the orientation of the
carousel, e.g., which carousel positions are currently support-
ing boats and/or the processing status of the boat(s) on the
carousel. In other embodiments, e.g. an embodiment wherein
the processing system is a single wafer cluster tool, the state
may be defined by a location of one or more substrates and a
processing status of the one or more substrates. In addition, in
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such embodiments, the state of the system may be further
defined by the status of other equipment in the processing
system including reactors and moving parts such as robots,
and may also include a time component related to the amount
of remaining processing time, etc.

FIG. 4 schematically illustrates a processing system 401 in
a particular current state. As in FIGS. 1A-1B and 2A-2E, the
system 401 may include a boat transfer device 116 positioned
between an exchange position 141 and the housing 102. A
storage station 108 may be positioned adjacent the exchange
position, such that substrates may be moved between the
storage station 108 and the exchange position 141. Multiple
boats 112 may be located within the system 401, but for the
purposes of this example, only a first boat 112a and a second
boat 1126 will be considered. For example, the state of the
system 401 illustrated in FIG. 4 may be defined by the loca-
tion and processing status of the first boat 112¢ and the
location and processing status of the second boat 1125. For
the purposes of FIG. 4, the first boat 1124 is undergoing a
standby process in the first reactor 106 after completing a
processing step, and the second boat 1125 is an empty boat
and is positioned in the front carousel position 151 of the
carousel 111. As shown, both elevators 114a and 1145 are in
the “down” position.

The method 300 (FIG. 3) proceeds to a block 304 to gen-
erate a search tree having one or more branches. As explained
herein, each branch of the tree may identify one or more
subsequent actions that are capable of being performed when
the system is in the current state. For the purposes of simplic-
ity with respect to the example of FIG. 4, the presence of the
second reactor 107 and its boat elevator 1145 will be ignored.
However, it should be appreciated that the disclosed sched-
uling processes may be carried out with multiple reactors,
resulting in a larger tree with a greater number of branches
and possible actions.

Ignoring the second reactor 107, FIG. 5 illustrates an
example search tree 550 given the current state of the system
401 illustrated in FIG. 4. The controller may generate the
search tree 550 for a pre-determined time horizon. Without a
pre-determined time horizon, the controller may look ahead
in the tree 550 for an exceptionally long period of time such
that the number of potential actions may grow exponentially
with the time horizon, which may increase controller process-
ing time. By limiting the time horizon, the controller may
create a manageable time window within which to analyze the
potential actions to be taken, which may both decrease pro-
cessing time and facilitate the ability to perform real-time
analysis that allows next actions to be selected in the midst of
aprocessing sequence. The pre-determined time horizon may
be any suitable amount of time. For example, the time horizon
may be in a range of about 10 minutes to about 45 minutes. In
other embodiments, the time horizon may be in a range of
about 15 minutes to about 35 minutes. In some embodiments,
the time horizon may be selected based upon the duration of
a particular process, e.g., the time required to perform a
particular process, such as a deposition of a layer of material
onsubstrates in a boat. In the example of FIGS. 4 and 5, a time
horizon of 15 minutes is used to generate the search tree 550.
Thus, the controller will look ahead to all possible actions that
may be initiated within the time horizon of 15 minutes. Note
that some actions may not be capable of being performed, e.g.
lowering a boat from a reactor while a boat is already present
at the carousel position below the reactor, or inserting a boat
into a reactor in which another boat is already present. Such
actions are excluded from consideration in executing block
304. Further, note that, in some embodiments, useless or
non-productive actions may not be considered in executing
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block 304 of the method 300. Because one objective of the
disclosed embodiments may be to improve system through-
put, the controller may only consider actions that advance the
processing of substrates, e.g., the controller may not consider
trivial actions that, while theoretically possible to perform, do
not advance the processing of substrates in the system. For
example, rotating an empty carousel or placing a boat on the
carousel immediately after removing it may not be consid-
ered. Generally, any actions that bring the system into a
previously visited state are considered as non-productive.
These actions, while theoretically possible in a current state,
do not impact the processing of substrates.

In FIG. 5, block 552 illustrates the current state of the
system, for example, the current state as shown in the system
snapshot illustrated in FIG. 4. In the current state, the first
boat 1124 is undergoing a standby process in the first reactor
106 (FIG. 4) after having completed a processing step in the
reactor 106. In addition, the second boat 1125 is empty and
positioned at the front carousel position 151. As shown in
FIG. 5, there are various possible actions (e.g., five actions
that are not useless or non-productive) that the controller
could select given that the system is in the current state shown
in FIG. 4. Each branch may be generated by associating each
possible action with a branch of the one or more branches of
the search tree 550. Thus, each possible action in the current
state may correspond to one branch of the tree 550, e.g.,
Branch 1A, Branch 1B, Branch 1C, Branch 1D, Branch 1E or
Branch 1F. Each branch may further branch offto one or more
sub-branches including one or more subsequent actions;
alternatively, each branch may only include one action. Thus,
as used herein, a branch may refer to the initial actions that
may be performed when the system is in the current state.
Each branch may include one or more sub-branches that
correspond to one or more subsequent actions, or further
actions based on those subsequent actions.

Each branch and possibly a string of consecutive sub-
branch(es) may form one or more branch pathways, each
branch pathway formed of a string, or sequence, of consecu-
tive actions that may be performed by the system. Indeed, as
shown in FIG. 5, each branch pathway can include multiple
levels of consecutive actions. Each of the sub-branches and
actions within a branch may have an associated duration,
corresponding to the time needed to perform all actions in a
branch or a particular action, respectively. Also, each branch
may have a single associated action, or a plurality of actions
if the actions are performed together. For example, a branch
pathway may refer to a path of consecutive actions that may
be taken during the pre-determined time horizon. For
example, FIG. 5 illustrates six branches—Branches 1A, 1B,
1C, 1D, 1E and 1F. An example branch pathway may begin in
the current state, e.g., block 552, and may proceed to blocks
553, 559, and 562, at which point the time horizon is com-
plete. It should be appreciated that many other branch path-
ways are possible for the current state shown in block 552.

In sum, as explained herein, a branch (e.g., Branches
1A-1F) may describe an action that the system can take in the
current state. Each branch may include one or more sub-
branches extending from the branch. A branch pathway can
be formed by a string of one or more consecutive actions. For
example, one branch pathway may include the three consecu-
tive actions given by blocks 553, 559, and 562. Another
branch pathway may include the three consecutive actions
given by blocks 553, 559, and 560. Still another branch path-
way may include the two consecutive actions given by blocks
553 and 559, for example, in embodiments where the pre-
determined time horizon does not extend beyond block 559.
Indeed, yet another branch pathway may be defined by the
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single action taken in block 558, for example, in embodi-
ments where the pre-determined time horizon does not extend
beyond block 558. Thus, the branch pathways can define one
ormore consecutive actions that may be selected and taken by
the system, and the tree 550 can define the collection of all
possible branch pathways for a given time horizon.

As a further example, Branch 1A may begin with a block
553, in which the second boat 1125 of FIG. 4 may be moved
by the transfer device 116 to the exchange position 141. As
shown in the block 553, transferring the boat 1125 to the
exchange position 141 in FIG. 4 may take about 2 minutes.
For Branch 1B, a block 554 may include rotating the carousel
111 by 90 degrees clockwise, which may take about 1 minute
in various embodiments. For Branch 1C, a block 555 may
include rotating the carousel 111 by 90 degrees counterclock-
wise, which may also take about 1 minute. For Branch 1D, a
block 556 may include rotating the carousel 111 by 180
degrees, e.g., to move the second boat 1125 to the rear car-
ousel position 153, which may take about 2 minutes. Alter-
natively, in Branch 1E and in a block 557, the first boat 112«
may be lowered by the elevator 114a, which may take about
3 minutes to complete. Finally, in Branch 1F and in block 558,
the actions of Branch 1A and Branch 1E may be started
simultaneously.

For each branch of the tree 550, the controller may be
configured to determine a subsequent state of the system if the
action associated with the branch is performed. The subse-
quent state of the system may be based on the factors
explained above with respect to the current state, including,
e.g., the location and processing status of the one or more
boats of the system. As with the initial actions, the subsequent
state may be analyzed to determine a set of actions (e.g.,
actions that are not useless or non-productive) that are
capable of being performed when the system is in the subse-
quent state. For example, as shown in the tree 550 of FIG. 5,
if Branch 1A were to be selected by the controller, then the
second boat 1125 would be moved by the transfer device 116
to the exchange position 141. For Branch 1A, therefore, the
subsequent state of the system associated with a branch path-
way leading to block 553 would be such that the second boat
11254 is empty and positioned at the exchange position 141,
while the first boat 112a remains in the first reactor 106
undergoing the standby process.

In the subsequent state, e.g., after executing the step of
block 553, there are multiple actions that can be performed by
the system. One option, shown in a block 559, is to exchange
the substrate load of the second boat 1125 at the exchange
position 141. As shown in FIG. 5, alternative actions to block
559 include: (a) return boat 1125 from the exchange position
to the carousel (block 563); (b) lower boat 112a (block 564);
or (¢) simultaneously exchange substrate load of boat 1125
and lower boat 112a. It should be noted that action (a) in block
563 is an example of a useless action as it returns the system
to a previous state, without any progress. Useless actions may
be excluded, thus block 563 is not considered as a potential
subsequent action in some embodiments.

As an example of a branch pathway of FIG. 5, a particular
branch pathway may begin in block 553 and continue to block
559. Therefore, the controller may direct the system from
block 553 of Branch 1A to block 559. Thus, in the branch
pathway leading to block 559, a load of unprocessed sub-
strates may be loaded into the second boat 1124 at the
exchange position 141, which may take about 10 minutes. So
far, therefore, the actions in blocks 553 and 559 have taken a
total of 12 minutes (e.g., 2 minutes to move the second boat
1126 to the exchange position 141 and 10 minutes to
exchange the substrate load). Because the time horizon or



US 9,146,551 B2

13

look-ahead time is 15 minutes, the controller may continue
generating additional sub-branches off of the block 559 by
analyzing the actions that are possible now that the system is
in the next state, e.g., that the second boat 1126 has been
loaded with a new batch of unprocessed substrates.

Inlight of the subsequent state of the system after perform-
ing the steps of block 559, e.g., after traversing the branch
pathway leading from block 553 to block 559, there may be
three additional possible actions, or branch pathways. First, in
the branch pathway traversing block 560, the second boat
1124 in FIG. 4 may be moved by the boat transfer device 116
to the carousel 111, which may take about 2 minutes. Or, in
the branch pathway leading to a block 561, the first boat 1124
in the first reactor 106 of FIG. 4 may be lowered using the first
elevator 114a, which may take about 3 minutes. Alternatively,
in the branch pathway going to a block 562, the actions of
block 560 and 561 may be performed in parallel or simulta-
neously. Thus, in block 562, the controller may direct the
system to simultaneously move the second boat 1124 to the
carousel 111 and to lower the first boat 112a using the eleva-
tor 114a, which may take 3 minutes due to the 3 minutes used
to lower the first boat 112a. If the steps in block 562 are
executed, then the time horizon of 15 minutes is reached,
because performing blocks 553 (2 minutes), 559 (10 min-
utes), and 562 (3 minutes) equals the pre-determined time
horizon of 15 minutes total. Note, however, that the example
tree 550 described with respect to FIG. 5 has only been
analyzed herein with respect to a portion of Branch 1A and its
sub-branches, e.g., to the various branch pathways that are
possible given a time horizon of 15 minutes. It should be
appreciated that the controller may also similarly analyze all
possible subsequent actions and branch pathways for
Branches 1B-1F for the pre-determined time horizon. These
subsequent actions have been omitted for purposes of brevity.

In general, multiple actions may be performed in parallel,
e.g., simultaneously, so long as there are no scheduling con-
flicts. Thus, a particular branch pathway may lead to a node of
the tree that includes simultaneous and/or parallel actions.
For example, as explained above with respect to block 561
and FIG. 4, the first boat 112a may be lowered from the first
reactor 106 at the same time that the second boat 1125 is
moved to the carousel 111. However, it should be appreciated
that parallel actions may lead to the partial execution of an
action. For example, in various embodiments, when one
action is finished before the other action, a decision point is
reached in the tree. For example, after 2 minutes in block 562,
moving the second boat 11254 to the carousel 111 has been
fully completed while lowering the first boat 1124 has only
been partially completed, e.g., 1 minute remains until the first
boat 112aq is fully lowered to the carousel 111. Thus, at the end
of moving the second boat 1125 to the carousel 111, the
position of the elevator 114a and the first boat 112¢ is in an
undefined, intermediate position. In various embodiments,
partial completion of an action will be accounted for in the
method 300, such that the controller may account for even
intermediate positions when analyzing branches of the search
tree and/or the time needed to complete the partially com-
pleted action. For example, when analyzing potential subse-
quent actions, the controller or processor may store interme-
diate positions in memory and may incorporate the time
needed to complete the partially-completed action when ana-
lyzing potential subsequent actions.

Typically, the completion of an action will not exactly
coincide with the time horizon. An action might be completed
earlier than the time horizon, which means that another action
can be started, or an action may be partially completed at the
time horizon. In order to allow a fair comparison between
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different branch pathways, all branch pathways may be trun-
cated at the predetermined time horizon and the time required
to complete a partially completed action is taken into account
when scoring the branch pathways. Furthermore, as
explained above, it may be desirable to reduce the size of the
search tree in order to maintain a manageable set of actions to
evaluate. The pre-determined time horizon or look-ahead
time may advantageously reduce the size of the search tree.
However, as explained herein, the size of the search tree may
further be reduced by ignoring useless actions, such as rotat-
ing an empty carousel, rotating the carousel twice in a row
without moving a boat, and picking up a boat from the car-
ousel and replacing it without rotating the carousel or
exchanging substrates in the boat. Moreover, in various
embodiments, visited states may be remembered by the con-
troller such that a previously-visited state is not executed
again. If, for example, a new state was previously visited
during another time period, then the controller may not
explore returning to that state. As one example, if a boat is
removed from the reactor and placed on the carousel in a new
state, then the controller may not consider simply placing the
boat back in the reactor without further intermediate process-
ing or substrate exchange. In considering the state of the
system at a particular time, the controller or processor may
take into account the overall processing status of a set of
substrates when determining the state, even where the con-
troller or processor’s internal clock indicates that the state
properties are unequal. For example, at time t=0, a particular
boat at the front carousel position with 10 minutes of cool-
down time left is at the same state at time t=5 minutes as a boat
in the same position with 5 minute of cool-down time left.
However, the system as a whole is at a different state at t=5
minutes when the boat has a full 10 minutes of cool-down
time left. Skilled artisans will appreciate that various other
ways of generating and limiting the size of the search tree are
possible.

Returning to FIG. 3, after generating the search tree in
block 304, the method 300 may proceed to a block 306 to
score each branch pathway of the generated search tree. In the
block 304, multiple branches were generated for each action
capable of being performed when the system is in the current
state shown in the example embodiment of FIG. 4. As
explained herein, each branch, e.g., Branches 1A-1F with
each permutation of sub-branches off these branches, may
include one or more branch pathways that can be scored based
on any suitable factor or weight. In some embodiments, the
entire branch pathway of the tree spanning from the current
state to the last possible action within the pre-determined time
horizon may be analyzed when scoring the branch pathway,
e.g., Branch 1A of FIG. 5 may include a branch pathway
spanning from block 553 to one of blocks 560, 561, and 562.

A scoring function can be applied to each generated branch
pathway based on various suitable processing parameters. In
various embodiments, desirable situations (e.g., actions that
increase throughput and/or reduce processing times) may
receive a positive score, while undesirable situations (e.g.,
actions that reduce throughput, such as actions that lead to
bottlenecks) may receive a negative score. For example, with-
out being limited by theory, the branch pathways of the tree
550 may be scored based on how far each boat has advanced
in its processing sequence. Further, branch pathways that
increase the idle time of the reactor(s) may be penalized (e.g.,
may receive a negative score), because reactor(s) that are not
being used in a process may decrease the overall throughput
of the system. Also, if performing actions along a certain
branch would cause a boat to be stuck in a reactor when it may
instead be moved to a subsequent processing step, the par-
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ticular branch pathway may also be penalized in order to
reduce bottlenecks in the system. For example, the scoring
function may account for the amount of time that a boat waits
in a reactor before being lowered. Actions that increase
bottlenecks may receive negative scores, while actions that
reduce bottlenecks and/or improve throughput may receive
positive scores. Thus, each branch pathway may be scored
based at least in part on the ability of each boat to proceed to
a subsequent processing step.

To score the branch pathways, appropriate weights may be
assigned to each action in each branch. As explained herein,
actions that speed up or otherwise reduce bottlenecks may
receive positive scores or weights, while actions that slow
down or otherwise increase bottlenecks may receive negative
scores or weights. In some embodiments, the overall score of
a branch pathway may be determined based on a weighted
sum of each action in the branch pathway, such that the
overall processing time may be accounted for when weighing
the benefits of executing the actions of a particular branch
pathway of the tree. Actions that incur penalties, e.g., actions
that increase the idle time of the reactor(s) or that cause
bottlenecks, may receive a negative score or weight or a
fractional weight in various embodiments. In addition, in
various embodiments, certain weights may favor one particu-
lar boat over another, depending on the devices that are being
manufactured in the boats and/or the priority of finishing one
particular boat relative to another. For example, if the operator
prioritizes the processing of Boat A over Boat B for reasons
related to, e.g., the value of the boats, then Boat A may be
assigned a higher or otherwise more favorable weight than
Boat B. In general, however, in some embodiments, the
branch pathways of the tree may be scored to increase the
overall throughput of the system and/or to reduce the process-
ing time for a particular boat. In some embodiments, the
degree of occupancy of each reactor may be considered in
addition to or separate from the weighting noted above. For
example, high reactor occupancy can correspond to actions
that result in a high number of reactors being used simulta-
neously, and low reactor occupancy can correspond to actions
that result in only one or a few reactors being used simulta-
neously. Because high occupancy states can increase
throughput, branch pathways that lead to high reactor occu-
pancy may receive positive scores, while branch pathways
that lead to low reactor occupancy may receive negative
scores.

Turning to block 308 of the method 300, the controller may
select a branch pathway to be performed by the system based
at least in part on the score of the selected branch pathway. As
explained herein, it may be desirable to select a branch path-
way providing the highest throughput for the system, e.g., to
increase the number of substrates that are processed in a given
amount of time. In this situation the scoring function may be
arranged such that the branch pathway having the highest
throughput may be selected in various embodiments. In some
aspects, the controller may select the branch pathway that
provides the lowest cycle time of one or more boats through
the system, and the scoring function may be arranged accord-
ingly. In some embodiments, the selected branch pathway
may be the branch pathway with the best score as determined
by the block 306.

Therefore, as explained herein, a selected branch pathway
may include several consecutive actions that begin with the
current state and that end in the last action that can be per-
formed before or when the time horizon is reached. In the
example disclosed with respect to FIG. 5, for example, the
controller may score every possible branch pathway within
the time horizon and may select one of the scored branch
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pathways. For example, the controller may select the branch
pathway beginning in the block 553 that proceeds to the block
559, and that terminates in the block 562. The scored and
selected branch pathways may therefore include multiple,
alternative pathways of consecutive actions that may be per-
formed by the system in various states. It should also be
appreciated that, even though a controller selects a particular
branch pathway of consecutive actions, the controller may,
after completion of an action, reconsider the selected branch
pathway and repeat the method 300 of FIG. 3. If, for example,
the system is performing the action in block 559 of the
selected branch pathway (e.g., exchanging a wafer load in
boat 1125), the system may recognize a system change, e.g.,
anunexpected delay in a parallel performed action, or an error
from time to time, such as misaligned or absent substrates in
the exchange station. The controller can recognize such
delays or errors in real-time and can adapt accordingly by
recognizing the current state (e.g., including the error), gen-
erating a search tree, and scoring and selecting the appropri-
ate branch pathway. Thus, the systems and methods disclosed
herein can advantageously adapt to changing conditions in
real-time. In addition, in some embodiments, the criteria by
which a branch pathway is scored may change with changes
in circumstance (e.g., selection of a branch pathway after
some error conditions may be based on different criteria than
selection at the start of a progress sequence, when the system
is assumed to be performing normally).

Once a branch pathway has been selected in block 308, the
system may perform the actions in the selected branch path-
way. The controller may communicate the actions of the
selected branch pathway to the system, and the system may
manipulate the boats as prescribed by the selected branch
pathway. It should be appreciated that the method 300 may be
performed repetitively such that the current state of the sys-
tem may be determined repetitively by the controller. The
controller may repetitively generate the search tree, score
each branch pathway of the tree, select the branch pathway of
actions to be performed, and cause the system to perform the
one or more subsequent actions of the selected branch path-
way. Thus, the controller may advantageously determine the
desired, e.g., most efficient, action sequence based on the
present and simulated subsequent states of the system in order
to provide high throughput.

Batch Processing and Other Types of Systems

The scheduling processes disclosed above with respect to
FIGS. 3-5 may be employed with any suitable processing
system. For example, it should be appreciated that the method
300 of FIG. 3 may be scalable to any number or type of
processing stations. Indeed, the controller 120 may generate
a search tree for any suitable number of processing stations
and may score and select a particular branch pathway based
on the criteria explained herein. The disclosed embodiments
may thereby advantageously enhance throughput for systems
with any number and type of processing stations, including,
e.g., the single DRM system 201 shown in FIG. 1A, the two
DRM system 101 shown in FIG. 2A, or cluster tools where
substrates may be processed in different processing stations,
such as single substrate stations arrayed around a central
transfer station.

FIG. 6 is atop plan view of a cluster tool processing system
601, according to some embodiments. The system 601 can
include a first IO station 633a and a second 10 station 6335.
The first 1O station 633a may be used to accommodate sub-
strates (e.g., by housing a substrate holder) and provide
unprocessed substrates into the system 601 or to receive pro-
cessed substrates from the system 601, or the first IO station
633a may be configured to both provide and receive sub-
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strates into and from the system 601. Similarly, the second 1O
station 6335 may be used to provide unprocessed substrates
into the system 601 or to accept process substrates from the
system 601, or the second 1O station 6335 may be configured
to both provide and receive substrates into and from the
system 601.

A manipulator 616 may be configured to move substrates
from the IO stations 633a and/or 6335 to one of multiple
processing stations 606a, 6065, 606¢, and 6064. The process-
ing stations 606a, 6065, 606¢, and 6064 may be any suitable
type of processing station. The processing stations 606a-6064
may be the same type of processing station, or they may be
configured to apply different types of processes to the sub-
strates. For example, the processing stations 606a-6064 may
include one or more of a deposition chamber, an etching
chamber, a lithographic station, a cooling station, or any other
suitable type of processing station. In various embodiments,
the processing stations 606a-6064 may be configured to pro-
cess a single substrate at a time. In other embodiments, more
than one substrate may be processed in the processing sta-
tions.

The method 300 explained above with respect to FIGS. 3-5
may similarly be used with respect to the cluster processing
system 601 illustrated in FIG. 6. For example, a controller 620
may be programmed to schedule the various processes to be
performed in the processing stations 606a-606d in order to
improve throughput. The controller 620 can be programmed
to reduce bottlenecks and to ensure that the processing sta-
tions 606a-606d are operated at improved capacity or effi-
ciency. As with the examples shown in FIGS. 4 and 5, the
controller 620 can generate numerous branches and sub-
branches, forming various branch pathways that represent
potential actions that may be taken when the system 601 is in
the current state, and the controller 620 can score the potential
branch pathways that may be taken by the system for a pre-
determined time horizon. Thus, the disclosed scheduling
methods may be used in many types of processing systems.

Features and methods described herein may be embodied
in, and automated by, computer programs, including software
modules, which may be executed by processors or integrated
circuits of general purpose computers. The software modules
may be stored in any type of non-transitory computer storage
device or medium, which may be in electronic communica-
tion with a processor or integrated circuit, which in turn may
be part of the controller 120 (FIG. 2A). Thus, the controller
may be programmed to perform any of the methods described
herein.

Although the various inventive features and services have
been described in terms of certain preferred embodiments,
other embodiments that are apparent to those of ordinary skill
in the art, including embodiments which do not provide all of
the benefits and features set forth herein and do not address all
of the problems set forth herein, are also within the scope of
this invention. All combinations and sub-combinations of the
various embodiments and features described herein fall
within the scope of the present invention. The scope of the
present invention is defined only by reference to the appended
claims.

What is claimed is:

1. A semiconductor processing system, comprising:

a controller configured to schedule the operation of the
processing system, the controller programmed to:
determine a current state of the system, the current state

being defined at least by a location of one or more
substrates and a processing status of the one or more
substrates;
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generate a search tree having one or more branch path-
ways, each branch pathway identifying one or more
sequences of subsequent actions that are capable of
being performed by the system in the current state;

score each branch pathway of the generated search tree;
and

selectabranch pathway based at least in part on the score
of the branch pathway.

2. The system of claim 1, wherein the controller is pro-
grammed to instruct the system to perform the one or more
identified subsequent actions in the selected branch pathway
of the search tree.

3. The system of claim 1, wherein each branch pathway and
each action in a branch pathway has an associated duration,
wherein additional branch pathways are generated or addi-
tional actions in each branch pathway are identified until the
total duration elapsed by the generated branch pathways or
identified actions in each branch pathway reaches a pre-de-
termined time horizon.

4. The system of claim 3, wherein the pre-determined time
horizon is in a range of about 10 minutes to about 45 minutes.

5. The system of claim 1, wherein the controller, for each
identified subsequent action of the one or more identified
subsequent actions, is further programmed to, for each of the
identified subsequent actions:

determine a subsequent state of the system if the identified

subsequent action is performed, the subsequent state
being defined at least by a location of one or more
substrates and a processing status of the one or more
substrates; and

analyze the subsequent state to determine a set of one or

more actions that are capable of being performed when
the system is in the subsequent state.

6. The system of claim 1, wherein the controller is pro-
grammed to score each branch pathway based at least in part
on the amount of time it takes to perform each action of the
branch pathway.

7. The system of claim 1, wherein the controller is pro-
grammed to score each branch pathway based at least in part
on an amount of time that a reactor of the system is idle.

8. The system of claim 7, wherein the controller is pro-
grammed to penalize branch pathways of the search tree that
increase the idle time of the reactor.

9. The system of claim 1, wherein the controller is pro-
grammed to score each branch pathway based at least in part
on a processing status of each of the one or more substrates.

10. The system of claim 9, wherein the controller is pro-
grammed to score each branch pathway based at least in part
on the ability of each substrate to proceed to a subsequent
processing step.

11. The system of claim 1, further comprising one or more
boats, wherein the controller is programmed to score each
branch pathway based at least in part on a processing status of
each boat of the one or more boats.

12. The system of claim 11, wherein the controller is pro-
grammed to score each branch pathway based at least in part
on the ability of each boat to proceed to a subsequent pro-
cessing step.

13. The system of claim 12, wherein the controller is pro-
grammed to penalize branch pathways of the search tree that
create processing bottlenecks.

14. The system of claim 13, wherein the controller is pro-
grammed to assign a negative or fractional weight to branch
pathways that create processing bottlenecks.

15. The system of claim 1, wherein the controller is pro-
grammed to select the branch pathway having a shortest time
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for completing a largest number of steps in a process
sequence for the one or more substrates.

16. The system of claim 1, wherein the controller is further
programmed to repetitively determine the current state of the
system, generate the search tree, score each branch pathway,
and select a branch pathway of identified action(s) to be
performed.

17. The system of claim 1, further comprising a reactor
module, the reactor module comprising:

a first reactor; and

a transfer device configured to transfer a boat of the sub-

strates at least between an exchange position and the first
reactor.

18. The system of claim 17, the reactor module further
comprising:

a second reactor; and

a rotatable carousel having at least two carousel positions

configured to support the boat of the substrates, the
carousel configured to transfer the boat of the substrates
at least between the first reactor and the second reactor,
wherein the current state of the system is further defined
at least by an orientation of the carousel.

19. The system of claim 18, wherein the rotatable carousel
is configured to position a first boat of substrates located in a
first carousel position underneath the first reactor and a sec-
ond boat of substrates located in a second carousel position
underneath the second reactor.

20. The system of claim 18, wherein the transfer device is
configured to:

exchange one or more substrate holders in a boat at the

exchange position; and

transfer a boat of substrates at least between the exchange

position and the carousel.

21. The system of claim 18, wherein the current state of the
system is further defined by one or more of:

an amount of time until a boat is scheduled to enter the first

reactor;

an amount of time in which a process is scheduled to

continue in the first reactor; and

an amount of time until a boat is scheduled to leave the first

reactor.

22. The system of claim 21, the reactor module further
comprising:

afirst boat elevator configured to move a boat of substrates

from the carousel into the first reactor; and

a second boat elevator configured to move a boat of sub-

strates from the carousel into the second reactor.

23. The system of claim 22, wherein the current state of the
system is further defined by a position of the first boat elevator
and a position of the second boat elevator.

24. The system of claim 18, wherein the one or more
actions that are capable of being performed when the reactor
module is in the current state includes at least one of:

rotating the carousel by 90°;

rotating the carousel by 180°;

removing a boat from the carousel using the transfer

device;

placing a boat on the carousel using the transter device;

exchanging substrates in a boat at the exchange position;

positioning a boat in the first reactor or the second reactor;
processing a boat;

removing a boat from the first reactor or the second reactor;

and

cooling a boat.

25. The system of claim 1, further comprising a plurality of
boats, each boat configured to support multiple substrates,
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wherein the current state of the system is further defined by
the positions of the plurality of boats.

26. The system of claim 25, wherein the current state of the
system is further defined by at least one of:

an amount of time that each boat is scheduled to cool down;

and

a subsequent process step for each boat.

27. The system of claim 1, wherein the controller is further
programmed to store previously-visited states and to exclude
previously-visited states from the generated search tree.

28. The system of claim 1, wherein the controller is further
programmed to exclude useless or non-productive actions
from the generated search tree.

29. The system of claim 1, wherein the controller is further
programmed to generate branch pathways of the search tree
that include multiple actions to be performed simultaneously.

30. The system of claim 1, wherein the controller is further
programmed to adapt to changing system conditions in real-
time.

31. The system of claim 1, wherein the system is a cluster
tool processing system, the system further comprising a plu-
rality of substrate processing stations in communication with
the controller.

32. The system of claim 31, wherein each processing sta-
tion is configured to process a single substrate at a time.

33. The system of claim 31, wherein the processing stations
are arrayed around a central transfer station.

34. The system of claim 31, wherein each processing sta-
tion is configured to apply a different type of process to one or
more substrates accommodated in the processing station.

35. The system of claim 31, wherein each processing sta-
tion includes one or more of: a deposition chamber, an etching
chamber, a lithographic station, and a cooling station.

36. The system of claim 31, further comprising a first 1O
station configured to provide unprocessed substrates into the
processing stations or to receive processed substrates from
the processing stations.

37. The system of claim 36, further comprising a manipu-
lator configured to move substrates from the first 1O station to
or from the one or more processing stations.

38. A method for semiconductor processing, the method
comprising:

determining a current state of a semiconductor processing

system, the current state being defined at least by a
location of one or more substrates and a processing
status of the one or more substrates;
generating a search tree having one or more branch path-
ways, each branch pathway identifying one or more
sequences of subsequent actions that are capable of
being performed when the system is in the current state;

scoring each branch pathway of the generated search tree;
and

selecting a branch of pathway based at least in part on the

score of the branch pathway.

39. The method of claim 38, further comprising perform-
ing the one or more identified subsequent actions in the
selected branch pathway of the search tree.

40. The method of claim 38, wherein each branch pathway
and each action in a branch pathway has an associated dura-
tion, wherein additional branch pathways are generated or
additional actions in each branch pathway are identified until
the total duration elapsed by the generated branch pathways
or actions in each branch pathway reaches a pre-determined
time horizon.

41. The method of claim 38, for each identified subsequent
action of the one or more identified subsequent actions, fur-
ther comprising:



US 9,146,551 B2
21

determining a subsequent state of the system if the identi-
fied subsequent action is performed, the subsequent
state being defined at least by a location of one or more
substrates and a processing status of the one or more
substrates; and 5

analyzing the subsequent state to determine a set of one or
more actions that are capable of being performed when
the system is in the subsequent state.

42. The method of claim 38, further comprising scoring
each branch pathway based at least in part on an amount of 10
time that a reactor of the system is idle.

43. The method of claim 38, further comprising scoring
each branch pathway based at least in part on the processing
status of each boat of one or more boats.

44. The method of claim 38, further comprising scoring 15
each branch pathway based at least in part on the ability of
each boat to proceed to a subsequent processing step.

45. A non-transitory computer-readable medium having
stored thereon code that when executed performs the method
of claim 38. 20



